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Abstract

The Ong river basin, a tributary of the Mahanadi River (a major river basin in eastern India) needs an effective management of water resources due to flood severity for sustainable agricultural production and flood protection. The Soil and Water Assessment Tool (SWAT) was used in this study for setting up a watershed model for discharge simulation in the basin. SWAT-CUP (SWAT-Calibration and Uncertainty Program) that enables calibration, sensitivity and uncertainty analysis with the Sequential Uncertainty Fitting (SUFI-2) technique was used in the study. The SWAT model was calibrated from 1981–1990 (warm up period: 1979–1981); and validated from 1991-2000. The goodness of fit of the model calibration and uncertainty was assessed using two indices, i.e., p-factor and r-factor. These measures together indicate the strength of the calibration-uncertainty analysis of SWAT model. During calibration, the p and r values were obtained as 0.75 and 0.82, respectively, while during validation, the p and r were found as 0.72 and 0.65, respectively. As per the results of this study, the SWAT model can be efficiently used in the Ong basin by water resources’ managers for managing droughts and floods, agricultural water management, and planning for soil and water conservation structures.
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Introduction

Water resources management problems involve complex processes from surface and subsurface level to their interface regimes (Sophocleous, 2002; Srivastava et al. 2013b). Hydro-geologic characteristics within a watershed system are heterogeneous in nature with respect to time and space, thus making water resources management very challenging. In recent years several semi-distributed models of watershed models have been successfully employed to address a wide spectrum of environmental and water resources problems. Hydrological watershed models are very useful and effective tools in water resources management (Patel and Srivastava, 2013 & 2014), particularly in assessing impacts and influence of land use/land cover and climate change on water resources (Narsimlu et al., 2013; Singh and Saraswat, 2016; Srivastava et al., 2008 & 2013a).

Among semi-distributed hydrological models, the Soil and Water Assessment Tool (SWAT) model was originally developed for prediction of discharge from ungauged basins (Arnold et al., 1998). The model has been successfully used to simulate flows, sediment and nutrient loadings from watersheds (Rosenthal and Hoffman, 1999). SWAT model has been used extensively in many countries worldwide for discharge prediction as well as for soil and water conservation (Patel and Srivastava, 2013; Spruill et al., 2000; Zhang et al., 2010). The model has also been successfully applied for water quantity and quality assessments for a wide range of scales and environmental issues (Faramazi et al., 2009; Schuol et al., 2008; Singh, 2012). Several other studies such as hydrological impact of forest fires (Batelis and Nalbantis, 2014); non-point source pollution (Wang et al., 2011; Hong et al., 2012; Singh and Leh, 2018); impact of climate changes and human activities on water resources (Guo et al., 2008; Li et al., 2009; Huang and Zhang, 2004) have been conducted using the model. Zang et al. (2012) simulated spatial and temporal patterns of blue and green water flows by SWAT model for the Heihe river basin. Schuol et al. (2008b) and Zang et al. (2012) used SWAT model for evaluating blue and green water availability in Africa and Heihe River Basin (north east China) respectively. Fiseha et al. (2014) applied SWAT for the study of hydrological responses to climate change in the Upper Tiber River basin using bias corrected daily Regional Climate Model (RCM) outputs. Srinivasan et al. (2010) evaluated the performance of a SWAT model for hydrologic budget and crop yield simulations in the Upper Mississippi River Basin without calibration (ungauged
basin). Gosain et al. (2006) applied SWAT model for hydrological modeling of 12 major river basins in India, including the Ganga, the Cavery, the Krishna, the Godavari and the Mahanadi river basins. Spruill et al. (2000) calibrated and validated a SWAT model for a small experimental watershed in Kentucky, USA and found that the monthly flows were simulated more accurately. Arnold and Allen (1996) successfully used SWAT model to estimate surface runoff, groundwater flow, groundwater recharge parameters in three Illinois watersheds. Rodrigues et al. (2014) used SWAT to develop a framework to quantify blue and green water in a catchment located at Sao Paulo, Brazil. Shinde et al. (2017) used SWAT to study potential hydrological effects of abandoned opencast coal mines of Olidih Watershed in Jharia Coalfield, India. More recently, SWAT was also used to evaluate the impact of conservation practices on flow and water quality (Leh et al., 2018; Singh et al., 2018).

Evaluation of parameter uncertainties of distributed models has also gained popularity in hydrological sciences (Beck, 1987; Beven and Binley, 1992; Yatheendradas et al., 2008), biosciences (Blower and Dowlatabadi, 1994), atmospheric sciences (Derwent and Hov, 1988) and structural sciences (Adelman and Haftka, 1986). Sensitivity and Uncertainty analyses (SA and UA) are essential processes to reduce uncertainties imposed by variations of model parameters and structure (Gupta et al., 2006; Srivastava et al., 2013c; Wagener and Gupta, 2005). Calibration and uncertainty analysis techniques for watershed models include: MCMC (Markov Chain Monte Carlo) method (Vrugt et al., 2008), GLUE (Generalized Likelihood Uncertainty Estimation) (Beven and Binley, 1992), ParaSol (Parameter Solution) (Yang et al., 2008), and SUFI-2 (Sequential Uncertainty Fitting) (Abbaspour et al., 2004). These techniques (GLUE, Parasol, SUFI-2 and MCMC) have been linked to SWAT model through a SWAT-CUP algorithm (Abbaspour et al., 2007) and enabling SA and UA of model parameters as well as structural uncertainty (Rostamian et al., 2008). Studies on model calibration and Uncertainty Analysis have emphasized that SWAT model is an effective tool in managing water resources (Tang et al., 2012). Abbaspour et al. (2004) and Yang et al. (2008) applied the SUFI-2 technique for evaluation of SWAT model. The SUFI-2 technique needs a minimum number of model simulations to attain a high-quality calibration and uncertainty results (Yang et al., 2008).
With this background, the main objectives of this study were calibration, uncertainty analysis, and validation of a SWAT model developed to assess its capability in predicting runoff in the Ong basin. Model calibration and validation were conducted through sensitivity analysis and uncertainty analysis using the SUFI-2 algorithm in SWAT CUP (Blasone et al., 2008; Srivastava et al., 2013d; Wagener and Wheater, 2006; Zheng and Keller, 2007).

**Methods**

*Description of Study Area:*

The Ong river basin is a sub-basin of the Mahanadi river basin of the Odisha State in Eastern India and it is located between latitudes 20° 41’ 18” N to 21° 29’ 38” N and longitudes 82° 33’ 35” E to 83° 50’ 46” E (Figure 1). It is an agricultural dominated basin with a drainage area of 5121 km². The altitude varies from 533 m in the western part to 115m in the eastern part. Major crops in this area are rice, sugarcane, groundnut, potatoes, black gram, bengal gram, mustard, sunflower and vegetables. Most of the annual precipitation falls during the monsoon period, i.e., from July to October ranging from 750 to 1614 mm and the average being 1614 mm. Maximum temperature in April and May ranges from 40 to 49 °C, whereas the minimum temperature occurs during the months of December and January ranging from 9 to 14 °C.
The SWAT model:

The SWAT model (Arnold et al., 1998) is a physically based, semi-distributed catchment (river basin) model developed to quantify impacts of land management practices on surface waters by simulating evapotranspiration, plant growth, infiltration, percolation, runoff and nutrient loads, and erosion (Neitsch et al., 2011). The model has been tested (e.g. for agricultural water management purposes) and discussed extensively in literature. This model is capable of continuous simulation over a long period of time. Catchment processes in SWAT are modeled in two phases – the land phase, covering the loadings of water, sediment, nutrients, and pesticides from all sub-basins to a main channel, and the water routing phase, covering processes in the main channel to the catchment outlet (Neitsch et al., 2011). In SWAT, a “catchment” is further divided into sub-basins and Hydrologic Response Units (HRUs), of which the latter are unique combinations of land use, soil, and slope. We used SWAT 2012 (Revision 622) for our modeling activity. There are two methods in SWAT for estimating surface runoff (i) Modified SCS curve number (CN) and (ii) Green-Ampt infiltration method. Here we used SCS-CN method for
estimating surface runoff volume. SWAT model has three methods for estimating potential evapotranspiration: Priestley-Taylor, Penman-Monteith (PM) and Hargreaves methods. We used the PM method for estimating evapotranspiration. Lateral flow was simulated by kinematic storage model and return flow is estimated by creating a shallow aquifer (Arnold et al., 1998). Channel flood routing was computed by using the Muskingum method and transmission losses, evaporation, return flow etc., are adjusted for estimation of outflow from a channel (Baymani-Nezhad and Han, 2013).

In the model, water balance Eq. (1), which governs the hydrological balance is expressed as (Neitsch et al., 2005):

\[ SW_t = SW_0 + \sum_{i=1}^{i=t} \left( R_{\text{day}} - Q_{\text{surf}} - E_a - W_{\text{seep}} - Q_{\text{gw}} \right) \]  

(1)

where: \( SW_t \) is the final soil water content (mm); \( SW_0 \) is the initial soil water content on day \( i \) (mm); \( R_{\text{day}} \) is the amount of precipitation on day \( i \) (mm); \( Q_{\text{surf}} \) is the amount of surface runoff on day \( i \) (mm); \( E_a \) is the amount of evapotranspiration (ET) on day \( i \) (mm); \( W_{\text{seep}} \) is the amount of water entering the vadose zone from the soil profile on day \( i \) (mm); \( Q_{\text{gw}} \) is the amount of return flow on day \( i \) (mm).

**Calibration and uncertainty analysis tool SUFI-2 Procedure:**

The SUFI-2 method embedded in SWAT-CUP interface (Abbaspour et al., 2007) was used for model calibration and uncertainty analysis. In this method all uncertainties (parameter, conceptual model, input, etc.) are mapped onto the parameter ranges, which are calibrated to bracket most of the measured data in the 95% prediction uncertainty (95PPU) (Abbaspour et al., 2007). Latin hypercube sampling method was employed for 95PPU and for obtaining the final cumulative distribution of the model outputs. The overall uncertainty analysis in the output was calculated by the 95% prediction uncertainty (95PPU). Two different indices, i.e., p-factor and r-factor were used for the comparison between observed and simulated discharge. The p-factor is the percentage of data bracketed by the 95PPU band. The maximum value for the p-factor is 100 %, and ideally, we bracket all measured data, except the outliers, in the 95PPU band. The r-factor is the average width of the band divided by the standard deviation of the corresponding measured variable.
(Abbaspour, 2007; Faramarzi et al., 2009). The r-factors were calculated as the ratio between the average thickness of the 95PPU band and the standard deviation of the measured data. It represents the width of the uncertainty interval and should be as small as possible.

The range of p-factor varies from 0 to 1, with values close to 1 indicating a very high model performance and efficiency, while r-factor is the average width of the 95PPU band divided by the standard deviation of the measured variable and varies in the range 0–infinity (Abbaspour et al., 2007; Yang et al., 2008). The p- and r-factors are closely related to each other, which indicates that a larger p-factor can be achieved only at the expense of a higher r-factor. After balancing these two factors, and at an acceptable value of the r and p-factors, a calibrated parameter ranges can be generated. The r-factor is given by Eq. (2) (Yang et al., 2008) as:

\[
 r - \text{factor} = \frac{\sum_{i=1}^{n} (y_{1:97.5%}^{M(i)} - y_{1:2.5%}^{M(i)})}{\sigma_{obs}}
\]

where: \( y_{1:97.5%}^{M(i)} \) and \( y_{1:2.5%}^{M(i)} \) are the upper and lower boundaries of the 95UB; and \( \sigma_{obs} \) is the standard deviation of the observed data.

**SWAT Model Setup:**

The SWAT model mainly requires five types of data: a digital elevation model (DEM) of the study area, land use data, soil data, climate data, and other crop management data. DEM, land use, soil, weather and hydrology databases were collected from different sources/agencies and are given in Table 1.

**Digital Elevation Model (DEM):**

The DEM was used in delineating boundaries of the watershed and defining topographic parameters to simulate flow behavior and flow patterns. Input DEM data resolution impacts the watershed that is being delineated, number of subwatersheds created and number of HRUs created (Singh and Kumar, 2017 and Chaubey et al., 2005). Further, it also plays an important role in fast and slow runoff processes (Patel et al., 2013; Wagener
and Wheater, 2006; Yadav et al., 2013). In this study, a 30 m×30 m ASTER digital layer (DEM) was obtained from the United States Geological Survey (USGS) global data repository. Table 2 show a brief description of percentage of area falling under different land slopes categories

**Land Use/Land Cover (LULC):**

The LULC map of the Ong river basin was prepared with Linear Imaging Self-Scanning Sensor-III (LISS-III) image by using ERDAS imagine software. The LULC map is shown in Figure 2. The Ong river basin may be classified according to four major land use classes (Table 2) as per SWAT nomenclature: URHD (Residential-High Density) (1.25%), AGRL (Agricultural Land-Generic) (81.24%), FRST (Forest-Mixed) (14.36), PAST (Pasture) (1.05), and WATR (Water) (2.09%).

**Soil map:**

The Harmonized World Soil Database (HWSD) with 1 km resolution was used as listed in Table 1 and shown in Figure 3 was used to estimate major soil types and texture within the basin. The major soil groups are clayey loam followed by sandy loam and clay soils. The surface texture varies from sandy loam to loam, clay loam and even to clay. The alleviation of finer particles ensures fine texture of the middle horizons.

Table 1. Spatial data used for SWAT modeling in the Ong river basin

<table>
<thead>
<tr>
<th>Sl. No</th>
<th>Type of data</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Satellite image</td>
<td><a href="http://www.earthexplorer.usgs.gov">www.earthexplorer.usgs.gov</a></td>
</tr>
<tr>
<td>2</td>
<td>Landuse Map</td>
<td>developed in ERDAS IMAGINE</td>
</tr>
<tr>
<td>3</td>
<td>DEM</td>
<td><a href="https://gdex.cr.usgs.gov/gdex">https://gdex.cr.usgs.gov/gdex</a></td>
</tr>
<tr>
<td>4</td>
<td>Soil data</td>
<td><a href="http://webarchive.iiasa.ac.at/Research/LUC/External-Worldsoil-database/HTML">http://webarchive.iiasa.ac.at/Research/LUC/External-Worldsoil-database/HTML</a></td>
</tr>
<tr>
<td>6</td>
<td>Precipitation</td>
<td><a href="http://globalweather.tamu.edu/">http://globalweather.tamu.edu/</a></td>
</tr>
<tr>
<td>7</td>
<td>RH</td>
<td><a href="http://globalweather.tamu.edu/">http://globalweather.tamu.edu/</a></td>
</tr>
<tr>
<td>8</td>
<td>Solar Radiation</td>
<td><a href="http://globalweather.tamu.edu/">http://globalweather.tamu.edu/</a></td>
</tr>
<tr>
<td>9</td>
<td>Temperature</td>
<td><a href="http://globalweather.tamu.edu/">http://globalweather.tamu.edu/</a></td>
</tr>
<tr>
<td>10</td>
<td>Wind speed</td>
<td><a href="http://globalweather.tamu.edu/">http://globalweather.tamu.edu/</a></td>
</tr>
<tr>
<td>11</td>
<td>Observed discharge</td>
<td><a href="http://www.india-wris.nrsc.gov.in">http://www.india-wris.nrsc.gov.in</a></td>
</tr>
</tbody>
</table>
SWAT Model Development and HRU Delineation:

The basic input data for the SWAT model was prepared using an ArcGIS environment (ArcSWAT version 10.2) and following four basic steps: 1. Basin area/watershed and subbasin delineation, stream network and outlet definition, creation of hydrologic response units with respect to land slope, land use, soil types and then
overlaying weather data (precipitation, relative humidity, temperature, wind flow, solar radiation). The DEM was used to delineate the watershed and generate 14 sub-watersheds for the entire basin area (Figure 4). The subwatersheds were sub-divided to form 603 HRUs based on land use, slope and soils in the study area with a threshold area of 300 ha.

![Figure 4. Sub-basin map of Ong river basin](image)

Table 2. Details of watershed LANDUSE/SOIL/SLOPE distribution map for the Ong river basin

<table>
<thead>
<tr>
<th>Item</th>
<th>Area (ha)</th>
<th>% of area</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LANDUSE:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>URHD</td>
<td>6412.23</td>
<td>15844.93</td>
<td>1.251</td>
</tr>
<tr>
<td>AGRL</td>
<td>416070.30</td>
<td>1028130.51</td>
<td>81.24</td>
</tr>
<tr>
<td>FRST</td>
<td>73527.26</td>
<td>181689.54</td>
<td>14.36</td>
</tr>
<tr>
<td>PAST</td>
<td>5390.47</td>
<td>13320.12</td>
<td>1.051</td>
</tr>
<tr>
<td>WATR</td>
<td>10727.75</td>
<td>26508.82</td>
<td>2.094</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>512128.01</strong></td>
<td><strong>1265493.92</strong></td>
<td><strong>100</strong></td>
</tr>
</tbody>
</table>

| **SOIL:** | | | |
| Lc46-2b-3770 | 205429.03 | 507625.41 | 40.11 | Clay_loam |
| Lf92-1a-3791 | 176942.91 | 437234.77 | 34.55 | Sandy_loam |
| Vc45-3a-3864 | 129756.07 | 320633.75 | 25.34 | Clay |
| **Total** | **512128.01** | **1265493.92** | **100** | |
In this study, as suggested by Neitsch et al. (2005), while defining HRUs, the minor land use/land cover, slope and soil types were ignored by setting a threshold of 10 %, to avoid unnecessary large number of HRUs which might cause computational issues. Figure 5 shows the SWAT framework for runoff simulation.

**SWAT Model Calibration and Validation:**

In order to parameterize a model, calibration is done by changing selected parameters and comparing simulated outputs to their measured counter parts. Calibration is followed by validation to demonstrate a model’s capability to perform and make sufficiently accurate site-specific hydrologic, sediment or nutrient predictions (Arnold et al., 2012). Model calibration and validation can be a challenging and to a certain degree subjective step in a complex hydrological model. The SWAT model calibration and uncertainty analysis was performed using the SUFI-2 (Sequential Uncertainty FItting Ver. 2) algorithm within SWAT-CUP (Figure 5). The calibrated parameters were used for validation of results for Ong river basin. A monthly calibration and validation was done using discharge data at Salebhata gauging site. The discharge data at Salebhata gauging site were obtained from India-WRIS website (http://india-wris.nrsc.gov.in/wris.html) for the period 1979-2000 and were increased in area-ratio to obtain discharge at the outlet of the Ong sub-basin.

<table>
<thead>
<tr>
<th></th>
<th>0-0</th>
<th>0-5</th>
<th>5-10</th>
<th>10-15</th>
<th>&gt;15</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rain</td>
<td>570.85</td>
<td>102346.71</td>
<td>178350.27</td>
<td>115243.29</td>
<td>115616.88</td>
<td><strong>512128.01</strong></td>
</tr>
<tr>
<td>Runoff</td>
<td>1410.59</td>
<td>252903.85</td>
<td>440712.43</td>
<td>284771.94</td>
<td>285695.094</td>
<td><strong>1265493.92</strong></td>
</tr>
<tr>
<td>Evaporation</td>
<td>0.11</td>
<td>19.98</td>
<td>34.83</td>
<td>22.5</td>
<td>22.58</td>
<td><strong>100</strong></td>
</tr>
</tbody>
</table>
Figure 5. SWAT model development and Calibration/Validation framework for runoff simulation

In this study, we followed the calibration and sensitivity analysis protocol as suggested by (Abbaspour et al., 2015). A total of 9 SWAT parameters were selected for model calibration and uncertainty analysis for streamflow prediction based on earlier studies (Singh et al., 2013; Narsimlu et al., 2015; and Kumar et al., 2017) and SWAT documentation (Neitsch et al. 2002). The parameters selected for calibration as well as validation were Curve Number (CN), soil evaporation compensation factor (ESCO), soil
available water capacity (SOL_AWC), base flow alpha factor (ALPHA_BF), groundwater revap coefficient (GW_REVAP), deep aquifer percolation coefficient (RECHRG_DP), threshold depth of water in the shallow aquifer for ‘revap’ to occur (REVAPMN), threshold depth of water in the shallow aquifer required for return flow to occur (GWQMN) and groundwater delay (GW_DELAY).

The limit of the input values of the parameters were based on prior SWAT calibration work done in India (Singh et al., 2013; Narsimlu et al., 2015; and Kumar et al., 2017). A total of 900 simulations were executed for the 9 parameters to decide the new limits. The new values of the parameters were then utilized for the validation part. The total simulation period for the model was 22 years (1979 to 2000). A warm-up period is normally recommended to initialize and aid in the development of model variables (Tolson and Shoemaker, 2007). In this study, the first two years were used as model warm-up period to mitigate the effect of unknown initial conditions and the total simulation period was divided into two periods: calibration (1981–1990) and validation period (1991–2000).

Results and discussion

Results

Table 3 shows SWAT parameters that were included in the final calibration with their initial and final ranges, along with t-stat and p values. The comparison between the observed and computed discharge is shown in Figure 6 and Figure 7. The calibration results (Figure 6) revealed that the observed peak value in years 1982 and 1998 were not falling under 95PPU band. The under prediction and over prediction seen during these years could be attributed to the fact that SWAT is unable to simulate extreme events accurately and under predicts large flows in the basin (Tolson and Shoemaker, 2007). Past studies have also related over predictions and under predictions to spatial variability within a watershed (Santhi et al., 2001; Srinivasan et al., 1998). The validation results are shown in Figure 7. During the calibration period from 1981 to 1990, the p-factor was 0.75 and the r-factor was 0.82; and for the validation period from 1991 to 2000 the p-factor and r-factor were obtained as 0.72 and 0.65, respectively.
Figure 6. Observed & estimated discharges after calibration

Figure 7. Observed & estimated discharges after validation
Table 3. Sensitive SWAT parameters included in the final calibration, initial and final ranges, and t-Stat and p Values

<table>
<thead>
<tr>
<th>Sl.</th>
<th>Parameter name</th>
<th>t-Stat</th>
<th>p-Value</th>
<th>Fitted_Value</th>
<th>Min_value</th>
<th>Max_value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>v__ESCO.hru</td>
<td>-4.951</td>
<td>0.003</td>
<td>0.5344</td>
<td>0.4</td>
<td>0.667</td>
</tr>
<tr>
<td>2</td>
<td>r__CN2.mgt</td>
<td>-7.248</td>
<td>0.023</td>
<td>-0.099222</td>
<td>-0.198</td>
<td>0.0004</td>
</tr>
<tr>
<td>3</td>
<td>v__ALPHA_BF.g</td>
<td>-0.714</td>
<td>0.475</td>
<td>0.521667</td>
<td>0.26</td>
<td>0.782</td>
</tr>
<tr>
<td>4</td>
<td>v__GW_DELAY.g</td>
<td>13.984</td>
<td>0.00</td>
<td>30.35</td>
<td>0.171</td>
<td>60.53</td>
</tr>
<tr>
<td>5</td>
<td>v__GW_REVAP.g</td>
<td>37.592</td>
<td>0.001</td>
<td>0.196</td>
<td>0.108</td>
<td>0.284</td>
</tr>
<tr>
<td>6</td>
<td>v__GWQMN.gw</td>
<td>26.234</td>
<td>0.00</td>
<td>978.9</td>
<td>-10.654</td>
<td>1968.43</td>
</tr>
<tr>
<td>7</td>
<td>r__SOL_AWC(1).sol</td>
<td>12.793</td>
<td>0.00</td>
<td>0.168</td>
<td>-0.0159</td>
<td>0.352</td>
</tr>
<tr>
<td>8</td>
<td>v__REVAPMN.gw</td>
<td>0.917</td>
<td>0.359</td>
<td>207.5</td>
<td>-271.311</td>
<td>686.311</td>
</tr>
<tr>
<td>9</td>
<td>v_RCHRG_DP</td>
<td>3.262</td>
<td>0.001</td>
<td>0.0036</td>
<td>-0.0231</td>
<td>0.03</td>
</tr>
</tbody>
</table>

v__ESCO.hru: Soil evaporation compensation factor; r__CN2.mgt: Initial SCS runoff curve; number for moisture condition II; v__ALPHA_BF.g: Baseflow alpha factor (days); v__GW_DELAY.g: Groundwater delay (days); v__GW_REVAP.g: Groundwater revap coefficient; v__GWQMN.gw: Threshold depth of water in the shallow aquifer for return flow to occur (mm H2O); r__SOL_AWC(1).sol: Available water capacity of the first soil layer; v__REVAPMN.gw: Threshold depth of water in the shallow aquifer for revap to occur (mm H2O); v_RCHRG_DP: Deep aquifer percolation coefficient.

Table 4 shows the results of sensitivity analysis. It is known that when p-value approaches zero, a parameter is taken as more sensitive for the particular analysis. When p-value approaches one, the parameter will be less sensitive. From the Table 4, it is understood that except the parameters like Alpha_BF, RECHRG_DP and REVAPMN, all the other parameters are more sensitive, and the parameter CN is the most sensitive for this sub-basin.

When a sharp and clear peak is observed for a parameter, it can be treated as a parameter with highest likelihood. Similarly, the insensitive parameters were obtained by diffused peak represented by cumulative distributions, which in turn indicate that parameter was less skilled in discharge prediction in Ong river basin. The results indicate that, most of the observations with different parameters are bracketed by the 95PPU, demonstrating that SUFI-2 was capable of capturing the model behavior.

The SWAT simulations results look satisfactory for the prediction of discharge, and the final parameter ranges were the best solution obtained for the Ong river basin. Most of the observed values during the calibration and validation were within the boundaries of
95PPU, which indicate that SWAT model uncertainties were falling within the permissible limits. The thickness of the 95PPU bands in Figure 6 and 7 show the uncertainty associated with the model and expressed by the r-factor values of 0.82 and 0.65 during the calibration and validation periods respectively. Past studies have also reported large values of r-factors for determining uncertainty in SWAT models for watersheds with high spatial variability (Abbaspour et al., 2007 and Kumar et al., 2017).

Table 4. Sensitivity Analysis of calibrated and validated parameters

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Calibration</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t-Stat</td>
<td>P-Value</td>
</tr>
<tr>
<td>RCHRG_DP</td>
<td>1.07</td>
<td>0.29</td>
</tr>
<tr>
<td>ESCO</td>
<td>-3.18</td>
<td>0.00</td>
</tr>
<tr>
<td>REVAPMN</td>
<td>-3.19</td>
<td>0.00</td>
</tr>
<tr>
<td>ALPHA_BF</td>
<td>-3.54</td>
<td>0.00</td>
</tr>
<tr>
<td>SOL_AWC</td>
<td>7.14</td>
<td>0.00</td>
</tr>
<tr>
<td>GW_REVAP</td>
<td>18.58</td>
<td>0.00</td>
</tr>
<tr>
<td>GW_DELAY</td>
<td>19.17</td>
<td>0.00</td>
</tr>
<tr>
<td>GWQMN</td>
<td>25.53</td>
<td>0.00</td>
</tr>
<tr>
<td>CN2</td>
<td>-26.58</td>
<td>0.00</td>
</tr>
</tbody>
</table>

The percentage of observed data being bracketed by 95PPU during calibration was 75 % and during validation 72 %, which indicates a good performance of the model (Figure 6). Uncertainties in input data and spatial variability of the basin could have caused the reduction in 95PPU (p-factor) from 0.75 to 0.72 during the validation period (Figure 7). However, during validation, the r factor was found to reduce significantly, i.e., from 0.82 to 0.65, indicating a good capability of the model in the Ong river basin. In this basin, parameters dealing with lesser understood processes, such as subsurface flows and the interactions between groundwater and rivers became dominant, therefore it was interesting to note that the observed data did not fall within the 95PPU band for baseflow (Figures 6 and 7). A number of parameters affecting subsurface water were sensitive for the model which showed that subsurface flow processes were dominant in the Ong river basin which in turn added to the uncertainty in models and also affected the calibration results (Abbaspour et al., 2007). It should also be noted that SWAT does not simulate sufficiently
accurate groundwater flows (Rostamian et al., 2008). Some of the other probable reasons for low performance at some parts of the model could be attributed to gridded rainfall data and the observed flow data which was rationalized as per the area ratio to obtain flow at the basin outlet. However, the calibration and validation results for the model were deemed to be satisfactory as per other studies conducted in India (Kumar et al., 2017 and Narsimlu et al., 2015).

Comparison with other SWAT modeling studies in India

Shinde et al. (2017) used SWAT model to analyze hydrological impacts of mining activities in the Olidih watershed in the state of Jharkhand, the neighboring state of Orrisa where this study was conducted. The results reported in this study shows similarities with the results of our study. CN and GWQMN were found to be most sensitive parameters for this study. Inconsistency of rainfall and spatial variability was attributed to underprediction and overprediction of streamflow. Tolson and Shoemaker (2007) have also reported the inability of SWAT to simulate extreme events and over-predict and under-predict large flow events. Another study (Suryavanshi et al., 2017) conducted a hydrological analysis in the Betwa river basin in Madhya Pradesh using SWAT model. CN and GWQMN were again found to be most sensitive parameters for this basin. They also reported underprediction and overprediction of runoff. The SWAT model was found to simulate hydrology in this agriculture dominated watershed.

Kumar et al. (2017) performed hydrological modeling in another agriculture dominated watershed, the Tons river basin in the state of Madhya Pradesh. They calibrated and validated a SWAT model and reported p-factor and r-factor values of 0.54 and 0.76 respectively during the calibration period and p-factor and r-factor values of 0.68 and 0.56 respectively. Another study (Narsimlu et al., 2015) which was conducted in the Kunwari river basin in India reported p-factor and r-factor values of 0.82 and 0.76 respectively for the calibration period and p-factor and r-factor values of 0.71 and 0.72 respectively for the validation period.

Extension for further analysis
The model setup in this study can be used to determine the nutrients and sediment runoff potential in Ong river basin. The model is already calibrated for hydrology and since nutrients and sediment yield analysis depends largely on the ability of SWAT to simulate hydrological events, the current model has the potential to determine land use and land cover changes impacts in the basin. Being an agriculture dominated basin, crop management data can be supplied to the model to determine impacts of different crops on the water quality of this basin. Many studies in the past have employed SWAT model to simulate best management practices in various watersheds across the world (Arabi et al., 2006; Parajuli et al., 2008 and Xie et al., 2015). Since, agriculture dominated basins suffer mostly from non-point source problems, such models can prove to be useful for watershed managers to make informed decisions and aid in better watershed management.

**Limitations**

Although SWAT model has been widely applied across the world to understand hydrology, land use management, water quantity and quality analyses, some limitations have also been reported by researchers. Singh and Kumar (2017) pointed out some challenges pertaining to scale issues in input data used for modeling and their impacts on modeling results. Limited availability of input data poses another challenge for modeling studies. In this study, discharge data at Salebhata gauging site were obtained for the period 1979-2000 and were increased in area-ratio to obtain discharge at the outlet of the Ong sub-basin. To gain more confidence in the results and better parameterize the model, observed data at multiple sites or comparison with field measurements can be done in the future.

Uncertainty in hydrological model is another factor that can be present in any model due to process simplification, processes left unaccounted in a model and unknown to a modeler (Abbaspour et al., 2007). In SUFI-2 algorithm of SWAT CUP, parameter uncertainty accounts for all sources of uncertainties and the degree to which these uncertainties are accounted is reported by the p-factor which is the 95PPU (Abbaspour, et al., 2007).

In this study, we found that SWAT model was slightly inefficient in prediction of large and low flows. Spatial variability of the watershed, and parameters dealing with subsurface flows and interaction between groundwater and rivers became dominant in the
watershed, therefore it was found that the observed data did not fall within the 95PPU band for baseflow simulations.

**Conclusions**

The overarching goal of this study was to develop a SWAT model for the Ong river basin for prediction of runoff after its successful calibration and validation. The period of simulation was from 1979 to 2000. The SUFI-2 algorithm built in SWAT-CUP was used for sensitivity analysis, calibration, validation and uncertainty analysis.

For hydrological prediction, such as discharge, a careful model calibration is required for an efficient result. Comparison with an additional period of data is required to validate the model and demonstrate its capability. An estimation of model uncertainties gives confidence in the use of results and model for further analysis. The following conclusions are drawn from this study.

- It is found that the parameters - CN, ESCO, SOL_AWC, ALPHA_BF, GW_REVAP, RECHRG_DP, REVAPMN, GWQMN, and GW_DELAY are the sensitive parameters for Ong river basin. Out of which, the parameter CN is the most sensitive and Alpha_BF, RECHRG_DP and REVAPMN are the least sensitive parameters.

- The percentage of observed data being bracketed by 95PPU during calibration was 75% and during validation 72%, which indicates a good performance of the model. Interestingly, the r-factor is found significantly reduced from 0.82 to 0.65, which is again a good indicator for model’s applicability.

- The results indicate that, most of the observations with different parameters are bracketed by the 95PPU, signifying that SUFI-2 is capable of capturing the model behaviour for Ong river basin.

The outcomes of sensitivity and uncertainty analysis using SWAT and SUFI-2 indicate that the SWAT model is appropriate for streamflow prediction in the Ong river basin. Since the model is calibrated for flow, it can further be calibrated and validated for nutrients and sediments which can make it more useful for prediction of land use and land cover change impacts on water quality in the Ong river basin. Future climate scenarios can also be analysed using the model which can help in
risk assessment of floods and droughts. The results of this study can be used by watershed managers to make more informed decisions and aid in better watershed management.
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